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Source and kudos

- Lecturer Frankfurt School of Finance and 
Management
- Deep tech leader, consultant and manager with 
special interest in artificial intelligence, cognitive 
sciences, data science and deep learning.
- Long time "Startupper" and CTO. 
- Lecturer in applied Artificial Intelligence, tech 
leadership. 
- Public speaker with interest in Buddhist studies, 
comparative religious studies and cognitive science.
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The complexity of AI enabled tools

CENTRAL ENGINEUSER INTERFACE / APP TASK TO COMPLETE
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The complexity of AI enabled tools

CENTRAL ENGINEUSER INTERFACE / APP TASK TO COMPLETE
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The complexity of AI enabled tools

APPLICATIONS LLM MODELS TOOLS TO ACCESS

- chat.openai.com
- Copilot.Microsoft.com
- chat.mistral.ai/chat
- Perplexity.ai
- GenAI4Science

- NotebookLM.google
- Scispace.com
- Napkin.ai

- Github Copilot
- Cursor.ai

- GPT 4o
- Claude Sonnet 3.5
- Gemini 1.5 Flash

- Mistral Large
- Qwen 2.5 – 72B
- LLaMa 3.2 – 8B

- Bing search
- Google search
- Elicit search
- Consensus search
- Code Interpeter
- Dalle 3



How can we imagine LLMs?

TRAINING

GENERAL, WIDE, 
SHALLOW KNOWLEDGE

SKIMMING through tons of books, 
articles, research papers, github 
code…

The Pile: approximately
500 000 000 pages of text

Whatever sticks from skimming 
through A LOT

Whatever comes to mind!
Always follow instructions!
Read context given carefully!CAPABILITY OF 

USING LANGUAGE

Understanding instructions and 
context and writing in any style 

required

EXAM

Transforming text to text in a 
most probable way
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What are “agents”?



Everyone is getting “agentic”

2024 October 8



A basic agent - a predefined role + tools

READING PROPOSAL: Chain-of-Thought Prompting Elicits Reasoning- https://openreview.net/pdf?id=_VjQlMeSB_J9

https://console.mistral.ai/build/agents https://chatgpt.com/gpts



Chain of thought - let’s think step by step!

READING PROPOSAL: Chain-of-Thought Prompting Elicits Reasoning- https://openreview.net/pdf?id=_VjQlMeSB_J10



“Inference time compute”

… of-thought (+     )

Source
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ReACT - Usage of external tools

READING PROPOSAL: ReAct: Synergizing Reasoning and Acting in Language Models 
https://arxiv.org/abs/2210.03629 

From “roleplay” to actual tool 
usage:

Roleplay example
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“Tool” ecosystems

- Browser plugin

- Code plugin

- Retrieval plugin

- Custom plugins / functions

Knowledge sources:
Wikipedia API
Wolfram Alpha

Search Tools:
Bing Search
Google Search
SearxNG Search API

Service APIs:
OpenWeatherMap API
IFTTT WebHooks
Zapier Natural Language Actions API
Apify
Requests - Any tool on the web

Command execution environments
Bash
Python REPL

"Human as a tool" - let other people help in task execution

Custom company 
search engine / 
knowledge base
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Building cognitive architectures

(Some) sources:
The Anatomy of Autonomy: Why Agents are the next AI Killer App after ChatGPT

LLM Powered Autonomous Agents
The Rise of Autonomous AI Agents; Debundling the Market Landscape
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From allowing them to collaborate to designing them to 
collaborate

(Some) sources:
AI Agents Simulate a Town 🤯 Generative Agents: Interactive Simulacra of Human Behavior.

Build an Entire AI Agent Workforce | ChatDev and Google Brain "Society of Mind" | AGI User Interface
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Link to 
video
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Automated publishing: zero employees



The system automatically sets up hypothesis, experiment design, evaluation, conclusion and 
publication writing. 17

“AI Scientist” - autonomous discovery?



Stanford university 
STORM:

"Assisting in Writing 
Wikipedia-like Articles 

From Scratch with Large 
Language Models"
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Defining agents on the fly



LLM-s simulating human societies

S3: Social-network Simulation System with Large Language Model-Empowered Agents

Simulating millions of LLM agents with AgentTorch
19
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Other foundational models



Specialized LLM for science

A Comprehensive Survey of Scientific Large Language Models and Their Applications in Scientific Discovery
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Foundation model - Generative drug design

A Survey of Generative AI for de novo Drug Design: New Frontiers in Molecule and Protein Generation
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Foundation model - Time series

A survey on time series foundational models
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“Thinking about LLMs as text generators 
is as thinking of computers as 
calculators.”

- Andrej Karpathy
(“source”)
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